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What is AI?



AI (artificial intelligence) 
creating systems capable of performing  

tasks that typically require human intelligence

ML (machine learning) 
 algorithms to learn from data on specific tasks without 

explicit programming



Components

data algorithm

compute

model



Linear regression and neural networks
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8 coordinates and finding the closest linear relationship that allows the prediction of further data 
points (see Figure 1). 

Figure 1: Linear regression

Such a linear regression is often too simple a function to solve ML problems. In essence, many 
problems cannot be represented by a linear relationship. 

So neural networks are used instead. A neural network is a computational model inspired by the 
human brain. A neural network consists of interconnected nodes, called neurons, organized into 
layers. So-called deep neural networks are architectures with many, many layers. 

The network takes input data, processes it through these layers, and generates the output. 
Compared to a linear regression, the relationship between the input and the output is more 
complicated. Every neuron has several adjustable parameters (e.g., weightings) and, by tuning 
them, many different input–output relationships can be created (see Figure 2). The number of 
neurons and the structure of the neural network can be chosen to suit the specific problem an 
algorithm is designed to solve.

Figure 2: Input–output relationships

inputs output

Learning from training data involves adjusting the model’s parameters so that when it receives 
an input it was trained on, it generates an output similar to what it learned for that input. It 
is important to understand that ML algorithms go beyond simply memorizing a data set. The 
parameters of the neurons will ultimately allow the network to start predicting a statistically 
likely output for any input. 

The underlying idea is that – provided there are enough labeled data – an ML model will also be 
able to produce meaningful output for an input that it has never seen. This is similar to a human 
child who can correctly identify a poodle as a dog even if the child has only seen a labrador and 
a dachshund. This is what is typically referred to as generalization.

The most important takeaways from this are as follows:

 – In neural networks, the relevant parameters are not explicitly programmed into the system 
but are learned from data. 
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Scale is everything

Today: 
trillions of parameters and all of the internet

Twenty years ago: 
thousands of parameters and data points



What is Generative AI?



AI — makes decisions or predictions



AI — makes decisions or predictions

Generative AI — creates text, photos, music, …
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What is AI  
good/bad at?



Good

trained on everything

Bad

ethics/social norms

true/false

logic

arithmetic

decision tasks

summarization

text creation



What the future may hold



AI as an inventor

currently: great tool for absorbing large 
amounts of knowledge

special architectures and extensive 
prompt engineering are still required



AI as an inventor

currently: great tool for absorbing large 
amounts of knowledge

special architectures and extensive 
prompt engineering are still required

possible future: more and more capable, less and less 
human input is required; “design a drug 
that cures cancer”


